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Abstract
Following presentations of frequency and attestations, and embeddings and distributional similarity, this paper introduces the
third cornerstone of the emerging OntoLex module for Frequency, Attestation and Corpus-based Information, OntoLex-FrAC.
We provide an RDF vocabulary for collocations, established as a consensus over contributions from five different institutions
and numerous data sets, with the goal of eliciting feedback from reviewers, workshop audience and the scientific community in
preparation of the final consolidation of the OntoLex-FrAC module, whose publication as a W3C community report is foreseen
for the end of this year. The novel collocation component of OntoLex-FrAC is described in application to a lexicographic
resource and corpus-based collocation scores available from the web, and finally, we demonstrate the capability and genericity
of the model by showing how to retrieve and aggregate collocation information by means of SPARQL, and its export to a
tabular format, so that it can be easily processed in downstream applications.

Keywords: lexical resources, standards, OntoLex, collocation analysis

1. Background
Since its publication in 2016, the OntoLex-Lemon vo-
cabulary (McCrae et al., 2017) has become the domi-
nant vocabulary for modelling machine-readable dic-
tionaries on the Semantic Web. OntoLex-FrAC, the
OntoLex module for Frequency, Attestation and Cor-
pus information, is an emerging vocabulary for enrich-
ing machine-readable lexicons with corpus informa-
tion. Since 2018, OntoLex-FrAC has been under devel-
opment as a companion vocabulary for (and a module
of) OntoLex-Lemon in the context of the W3C commu-
nity group Ontology-Lexica (OntoLex). The module is
targeted at complementing dictionaries and other lin-
guistic resources containing lexicographic data with a
vocabulary to express the lexical information found in
or derived from corpora, i.e., (collections of) text, writ-
ten or spoken.
The current OntoLex-FrAC vocabulary is illustrated in
Fig. 1. Previous publications discussing OntoLex-
FrAC centered on attestations and frequency (Chiarcos
et al., 2020) and corpus-based information such as em-
beddings and distributional similarity (Chiarcos et al.,
2021). Here, we describe the extension of OntoLex-
FrAC for collocation analysis.
In linguistics, the term collocation is used to describe
the analysis of word combinations. Many groups of
words can be freely combined with each other, whereas
others have a strong tendency to co-occur, while others
can only be combined with a limited number of other
words, or are even part of fixed idioms. For exam-

ple, English heavy rain is a common phrase, whereas
strong rain is not. But this is language-specific: Ger-
man starker Regen (“strong rain”) is common while
schwerer Regen (“heavy rain”) is not.
The analysis of collocations and their automated re-
trieval from corpora is a key technique in modern dig-
ital lexicography: It supports lexicographers in identi-
fying context-dependent patterns of use of a particular
lexeme, which can then stimulate and direct further lex-
icographic analysis. A number of tools for this purpose
have been developed, e.g., SketchEngine (Kilgarriff et
al., 2014) and Corpus WorkBench (Hardie, 2012), and
although they currently lack machine-readable inter-
face specifications, their APIs represent a de facto stan-
dard in digital lexicography. OntoLex-FrAC is ded-
icated to addressing this gap and closely follows the
requirements of these tools. At the same time, col-
location dictionaries are also lexicographic resources
in their own right, e.g., as tools to support learn-
ers and second language speakers in finding contex-
tually appropriate expressions, and they have charac-
teristics that set them apart from both general-purpose
machine-readable dictionaries (covered by OntoLex-
Lemon) and traditional dictionaries as used and cre-
ated in lexicographic research (covered by OntoLex-
Lexicog, Bosque-Gil and Gracia, 2019). OntoLex-
FrAC covers both use cases: collocation dictionaries
and automated collocation analysis.

Within OntoLex, collocations have been modeled for
the first time as part of OntoLex-FrAC, and to the

https://www.w3.org/community/ontolex
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Figure 1: OntoLex-FrAC, draft version of March 2022 as UML class diagram, cf. Suchánek and Pergl (2020) for
notational conventions

best of our knowledge, no machine-readable vocabu-
lary for collocation dictionaries and related resources
on the basis of RDF technologies has been suggested
before. Some precedent may be seen in the collocation
vocabulary for lexical entries as described in the XML-
based Text Encoding Initiative (TEI) guidelines (Initia-
tive, 2022). Although TEI is not Linked Data based, it
does give us a useful point of reference for seeing how
collocations can be representing as structured data in
computational lexicons.
In fact, there are at least three different ways of rep-
resenting collocations in TEI lexicons, using different
vocabulary elements, one being colloc (‘sequence
of words that co-occur with the headword with sig-
nificant frequency’)1. Secondly, collocations can also
be specified using the gram element (as part of the
grammatical description of a lexical entry), as is seen
in the example given of the preposition de collocate
of the French word médire given in Section 9.3.2 of
the TEI guidelines. Thirdly, collocations can be de-
scribed using the usage element usg by specifying the
@type attribute of the element as ”colloc”. The im-
portant insights to be drawn from the TEI guidelines
is that (a) there is a demand for modelling collocations
in the context of dictionaries (hence multiple, incom-
patible ways to model it, driven by different use cases
and requirements), but that (b) at the moment, the sup-
port for modelling collocation scores in this context is
severely limited. From the options mentioned above

1https://tei-c.org/release/doc/
tei-p5-doc/en/html/ref-colloc.html

only colloc allows to specify collocation scores by
adding a certainty element and abusing its @cert
attribute, which, however, is only used with human-
readable labels in the guidelines,2 but neither with nu-
merical scores nor with a systematic means of defining
the type of collocation score.

2. Collocations in OntoLex-FrAC
The base element of OntoLex-FrAC is frac:
Observable, i.e., any element that observations can
be made about in a corpus. This corpus-based focus
also defines our understanding of collocations not as
lexical units, but as being characterized by certain as-
sociation scores (for which high values may hint at
a lexicalized collocation, but which can be calculated
and returned for any combination of words). Typical
observables are words (ontolex:Form) or lexemes
(ontolex:LexicalEntry), but also lexical con-
cepts or general ontological concepts can be observed –
if annotated in a corpus. This definition of observables
– motivated from other aspects of corpus-based infor-
mation before – is organically applicable to collocation
analysis: collocations are usually defined on surface-
oriented criteria, i.e., as a relation between forms or
lemmas (lexical entries), not between senses, but they
can be analyzed on the level of word senses (the sense
that gave rise to the idiom or collocation).
Collocations are not constrained to pairs of words,
longer collocations are also possible. Accordingly, we

2https://tei-c.org/release/doc/
tei-p5-doc/en/html/ref-certainty.html

https://tei-c.org/
https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-colloc.html
https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-colloc.html
https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-certainty.html
https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-certainty.html
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model collocations as an aggregate of observables, not
as a relation between words. Moreover, collocations
are observables in their own right. In particular, they
can have attestations (i.e., corpus examples that show
the words under consideration in context, frequencies,
similarity scores, etc.).
Collocations obtained by quantitative methods are :

Def. 2.1 (frac:Collocation). An RDF container
(rdfs:Container, i.e., rdf:Seq or rdf:Bag)
that contains two or more frac: Observables
based on their co-occurrence within the same con-
text window and that can be characterized by
their method of creation (dct: description),
their collocation score (weight, collocation strength)
(frac:cscore), and the corpus used to create them
(frac:corpus).

Collocations may have fixed or variable word order.
Where fixed word order is required, the collocation
must be defined as a sequence (rdf:Seq), other-
wise, the default interpretation is as an unordered set
(rdf:Bag). The elements of any collocation can be
accessed by rdfs:member. Optionally, the elements
of an ordered collocation can be accessed by numerical
indices (rdf: 1, rdf: 2, etc.).
Additional parameters such as the size of the context
window used for collocation analysis can be provided
in human-readable form in dct:description.
Note that FrAC collocations can be used to represent
collocations both in the lexicographic sense (as com-
plex units of meaning) and in the quantative sense (as
determined by collocation metrics over a particular
corpus), but that the quantitative interpretation is the
preferred one in the context of FrAC. To mark collo-
cations in the lexicographic sense as such, they can
be assigned a corresponding lexinfo:termType,
e.g., by means of lexinfo:idiom, lexinfo:
phraseologicalUnit or lexinfo:set
Phrase. If explicit sense information is being
provided, the recommended modelling is by means
of ontolex:MultiWordExpression; it can be
defined as frac:Collocation (rdfs:member
can be left implicit).
In automated collocation analysis, collocations can be
described in terms of various collocation scores:

Def. 2.2 (frac:cscore). Collocation score is a sub-
property of rdf:value that provides the value for
one specific type of collocation score for a particular
collocation in its respective corpus.

We define popular collocation metrics as sub-properties
of frac:cscore (Sect. 3). For those that are asym-
metric (e.g., frac:relFreq), we distinguish the lex-
ical element they are about (the head) from its col-
locate(s). If such metrics are provided, a collocation
should identify the element that it conveys information
about, modelled here with the property frac:head:

Def. 2.3 (frac:head). Identifies the rdfs:
member of a collocation that its scores are about. A
collocation must not have more than one head.

3. Collocation Scores
OntoLex-FrAC defines popular collocation scores as
sub-properties of frac:cscore, and users are en-
couraged to define their own subproperties if different
scores are being used. In case only one kind of score is
provided by a source, users can also use rdf:value
along with a dct:description explaining the met-
ric. We present selected sub-properties along with their
mathematical definition.

Def. 3.1 (frac:relFreq). Relative frequency in-
dicates how often a specific word y in the collocation
occurs together with the head word x: relFreqx =
p(x,y)
p(x) .

Def. 3.2 (frac:pmi). Pointwise Mutual Information
(PMI) measures the extent to which the words in a col-
location occur more frequently than by chance. If two
words appear together more than expected under inde-
pendence there must be some kind of semantic relation-
ship between them (Role and Nadif, 2011). Thus, PMI
is the log of the ratio of the observed co-occurrence fre-
quency to the frequency expected under independence:
PMI(x, y) = log p(x,y)

p(x)p(y)

PMI variants, such as normalized PMI, cf. (Role and
Nadif, 2011), are provided as well, i.e. frac:npmi,
frac:pmi2 and frac:pmi3.

Def. 3.3 (frac:dice). Dice coefficient is a statis-
tic used to gauge the collocation of two words x
and y (Manning and Schutze, 1999): dice(x, y) =
2p(x,y)

p(x)+p(y)

Def. 3.4 (frac:minSensitivity). Minimum
sensitivity is computed as the minimum between
the relative sensitivity of word x and of word
y (Pedersen, 1998): minSensitivity(x, y) =

min(p(x,y)p(y) , p(x,y)
p(x) )

In addition to collocation scores, statistical indepen-
dence tests are employed as collocation scores, includ-
ing frac:tScore (Student’s t test), frac:chi2
(Pearson’s χ2), frac:likelihood ratio (Log
Likelihood Ratio test) (Manning and Schutze, 1999).
Furthermore, related metrics from disciplines other
than computational lexicography and corpus linguistics
are also provided as frac:cscore subproperties. In
association rule mining, for example, an association
rule x → y corresponds to a collocation in that the
existence of word x implies the existence of word y.

Def. 3.5 (frac:support). indicates how frequently
the rule appears in the dataset (Larose and Larose,
2014): support(x → y) = p(x, y)
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Def. 3.6 (frac:confidence). indicates how often
the rule has been found to be true (Larose and Larose,
2014): confidence(x → y) = p(x,y)

p(x)

Def. 3.7 (frac:lift). (or interest of a rule) mea-
sures how many times more often x and y occur to-
gether than expected if they are statistically indepen-
dent (Larose and Larose, 2014): lift(x → y) =
p(x,y)

p(x)p(y)

Def. 3.8 (frac:conviction). (conviction of a
rule) is the ratio of the expected frequency that x oc-
curs without y, i.e., the frequency that the rule makes
an incorrect prediction, if x and y are independent
divided by the observed frequency of incorrect pre-
dictions (Brin et al., 1997): conviction(x → y) =
p(x)p(¬y)
p(x,¬y)

Where:

• x, y - the (head) of the word and its collocate

• p(x) , p(y) the probabilities of word x and y

• p(¬x) = 1− p(x)

• p(x, y) the probability of the co-occurrence of x
and y

4. Case Studies
We illustrate the application of OntoLex-FrAC to (a)
the conversion of an existing collocation dictionary to
a machine-readable format, and (b) its enrichment with
collocation scores obtained from an external corpus. It
is to be noted, however, that OntoLex-FrAC is not an
independent vocabulary, but that it builds on OntoLex
(and can thus complement existing OntoLex data). It
can also be applied in conjunction with other OntoLex
modules. We illustrate the conjoined application of
OntoLex-FrAC and OntoLex-Lexicog to the Oxford
Collocation Dictionary for Students.

4.1. The Oxford Collocations Dictionary
We show an example of the application of Ontolex-
FrAC by looking at an example encoding of the entry
for the word point from the Oxford Collocations Dic-
tionary for Students of English (OCDS) (OUP, 2002).
Figure 2 shows how the OCDS groups together the en-
try with individual collocations for better accessibility
and readability.
For instance point-collocations are first grouped to-
gether on the sense level, then on the basis of the part
of speech of the collocated word and/or whether the
collocation constitutes a phrase, and finally at the level
of similarity of meaning of the collocation (note that
there is also a division of examples for the same mean-
ing grouping). In the OCDS the separation of group-
ings on the basis of meaning is visually effected by the
| symbol. We refer to these (potentially nested) group-
ings of collocation information as collocation patterns

Figure 2: Entry for point in the Oxford Collocations
Dictionary

in what follows. The point example is interesting for
showing how OntoLex-FrAC can be used together with
the OntoLex-Lexicographic model.
Note that in our RDF modelling we represent the collo-
cations themselves using the FrAC vocabulary and the
domain-specific segmentation of the entry into collo-
cation patterns using OntoLex-Lexicog. Indeed we use
the class lexicog:LexicographicComponent
to represent this organisation that is so typical of collo-
cation dictionaries.
We start by looking at the modelling of the lexical
content of the entry and introduce the :point lexi-
cal entry, giving part of speech information about the
word and about its lemma form. We also introduce
:ls point 1, the first sense of the word correspond-
ing to the first sense listed in the dictionary entry in
Figure 2 (we only look at this first sense in the follow-
ing example).

:point a ontolex:LexicalEntry ;
lexinfo:partOfSpeech lexinfo:noun ;
ontolex:sense :ls_point_1 ;
ontolex:canonicalForm

[ ontolex:writtenRep "point"] .

:ls_point_1 a ontolex:LexicalSense ;
# p_s
skos:definition "thing said as part

of a discussion" .

The following lexical entries represent the collocates
of the word point. We will refer to these entries in the
descriptions of the collocations below:

:have a ontolex:LexicalEntry ;
lexinfo:partOfSpeech lexinfo:verb ;
ontolex:canonicalForm

[ ontolex:writtenRep "have"] .

:see a ontolex:LexicalEntry ;
lexinfo:partOfSpeech lexinfo:verb ;
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ontolex:canonicalForm
[ ontolex:writtenRep "see" ] .

:take a ontolex:LexicalEntry ;
lexinfo:partOfSpeech lexinfo:verb ;
ontolex:canonicalForm
[ ontolex:writtenRep "take" ] .

The collocations of point, or to be more accurate the
collocations of the first sense of the word point, are rep-
resented using the FrAC classes which we introduce as
follows.

:col_have_point a frac:Collocation ,
rdf:Seq ;

lexinfo:example "She’s got a point" ;
frac:head :ls_point_1 ;
rdf:_1 :have ;
rdf:_2 :ls_point_1 .

:col_see_point a frac:Collocation ,
rdf:Seq ;

lexinfo:example "I see your point" ;
frac:head :ls_point_1 ;
rdf:_1 :see ;
rdf:_2 :ls_point_1 .

:col_take_point a frac:Collocation ,
rdf:Seq ;

lexinfo:example "Point taken" ;
frac:head :ls_point_1 ;
rdf:_1 :take ;
rdf:_2 :ls_point_1 .

Note the use of the property head to specify the head
of the collocation in each case, as well as that of the
lexinfo property example to give the example pre-
sented in the original entry. Note in addition the use
of rdf: 1 and rdf: 2 to represent the order of the
collocates.
Next we represent the arrangement of this in-
formation as it is found in the dictionary it-
self using lexicog classes and lexicog:Lexico
graphicComponent in particular. The dictio-
nary entry (as opposed to the lexical entry) for
point is represented by :e point an individual of
type lexicog:Entry. As we can see below,
:e point is linked to the lexical entry :point via
the lexicog:describes property.

:e_point a lexicog:Entry ;
lexicog:describes :point ;
lexicog:subComponent
[ a lexicog:LexicographicComponent ;
lexicog:describes :ls_point_1 ;
lexicog:subComponent

:lc_point_pattern_1 ,
:lc_point_pattern_2 ] .

For reasons of space we only (partially) model
two of the collocation patterns in the entry in
our RDF encoding: those pertaining to the col-
location of the word point with an adjective and

those pertaining to its collocation with a proceed-
ing verb. These are :lc point pattern 1 and
:lc point pattern 2 respectively. Both of these
are lexicog lexicographic components. The text asso-
ciated with each in the original entry is specified using
the property dct: description.

:lc_point_pattern_1
a lexicog:LexicographicComponent ;
dct:description "ADJ" .

:lc_point_pattern_2
a lexicog:LexicographicComponent ;
dct:description "VERB + POINT" ;
lexicog:subComponent :lc_have_point ,

:lc_see_take_point .

Note that :lc point pattern 2 is broken up
into two further collocation patterns; the first,
:lc have point, describes the word’s collocates
with have, and the second, :lc see take point,
its collocates with see and take. These are described
below.

:lc_have_point
a lexicog:LexicographicComponent ;
lexicog:describes :col_have_point .

:lc_see_take_point
a lexicog:LexicographicComponent ;
lexicog:describes :col_see_point ,

:col_take_point .

4.2. Enrichment with Collocation Scores
Aside from lexicographic expertise, the ODCS builds
on (but does not provide) collocation scores. However,
these can be added from other sources. One exam-
ple here is the Leipzig Corpora Collection / Deutscher
Wortschatz, a project of Leipzig University, the Saxon
Academy of Sciences and Humanities in Leipzig and
the Institute for Applied Informatics (Goldhahn et al.,
2012).
Considering the word point in the English News (2020)
corpus at the Wortschatz portal,3 we find that see co-
occurs with point 544 times (co-occurrence in the
same sentence), while point occurs 183,306 times. In
OntoLex-FrAC, the absolute frequencies can be mod-
elled as follows:

:N2020_Frequency
rdfs:subClassOf frac:CorpusFrequency,

[ a owl:Restriction ;
owl:onProperty frac:corpus ;
owl:hasValue
<https://corpora.uni-leipzig.de/en/

res?corpusId=eng_news_2020>
] .

:col_see_point
frac:frequency

3https://corpora.uni-leipzig.de/en/
res?corpusId=eng_news_2020&word=point

https://corpora.uni-leipzig.de/en/res?corpusId=eng_news_2020&word=point
https://corpora.uni-leipzig.de/en/res?corpusId=eng_news_2020&word=point
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[ a :N2020_Frequency ;
rdf:value "544" ] .

:point
frac:frequency
[ a :N2020_Frequency ;

rdf:value "183,306" ] .

We introduce the class :N2020 Frequency for fre-
quencies from the News 2020 corpus, so that fre-
quency declarations are compactly represented with
three triples only.
The Wortschatz Portal does not provide relative fre-
quencies, but these can be calculated, and accordingly,
we can extend the original OCDS data with informa-
tion such as:

:col_have_point
frac:relfreq "0.002967715186628";
frac:corpus
<https://corpora.uni-leipzig.de/en/
res?corpusId=eng_news_2020> .

It is important to note here that these scores also require
to provide the original corpus URI.

5. Applications

5.1. Querying OntoLex-FrAC Data
For any downstream application of OntoLex-FrAC,
queriability is the most elementary required for a user.
Indeed, a key benefit of modelling lexical resources in
OntoLex is that they can be processed by standard RDF
tools and Linguistic Linked Open Data (LLOD) tech-
nology. Using HTTP-resolvable URIs for shared vo-
cabularies allows to operate on consistent, well-defined
and machine-readable data models, so that data can
be more easily re-used. Using HTTP-resolvable URIs
for the data itself allows to establish links between re-
sources hosted by different providers, and thus to de-
velop a decentralized ecosystem for language technol-
ogy and lexical resources on the web. Over such data,
the application of SPARQL includes the possibility to
query across data sets hosted by different providers
(SPARQL federation) and across heterogeneous data,
i.e., data stored in different kinds of technical backends,
be it exposed as plain files (SPARQL LOAD), via a web
service (SPARQL SERVICE, e.g., an endpoint) or by
means of a wrapper technology created around another
kind of data source (e.g., a relational data base, using
R2RML technology,4 over XML data with GRDDL5 or
over JSON data with JSON-LD6 context definitions).
To demonstrate the viability of our modelling for col-
locations, we demonstrate the application of SPARQL

4https://www.w3.org/TR/r2rml/
5https://www.w3.org/TR/grddl/
6https://www.w3.org/TR/json-ld/

to retrieve data from OntoLex-FrAC from the data de-
scribed in Sect. 4.1 in three different scenarios.7

With the first query, we retrieve all collocates per col-
location:

SELECT DISTINCT ?collocation ?member ?order
WHERE {
?collocation a frac:Collocation ;
?prop ?member .
FILTER(?prop=rdfs:member ||
regex(str(?prop),".*#_[0-9]+$"))

OPTIONAL {
?collocation ?nrel ?member .
FILTER(regex(str(?nrel),".*#_[0-9]+$"))
BIND(replace(str(?nrel),".*#_([0-9]+)$","$1")
AS ?order )

}
} ORDER BY ?collocation ?order ?member

This query evaluates two kinds of membership queries,
either via rdfs:member (unordered) or (filter ||)
in their sequential order (if defined with rdf: 1,
rdf: 2, ...). Note that with RDFS reasoning enabled
at the query engine, rdfs:member would also be in-
ferred from rdf: 1, etc.
For the ODCS sample data above, a query with Apache
Jena arq retrieves the following table:

| collocation | member | order |
===========================================
| <col_have_point> | <have> | "1" |
| <col_have_point> | <ls_point_1> | "2" |
| <col_see_point> | <see> | "1" |
| <col_see_point> | <ls_point_1> | "2" |
| <col_take_point> | <take> | "1" |
| <col_take_point> | <ls_point_1> | "2" |

The second query retrieves all collocations for a given
lexical entry:

SELECT DISTINCT ?form ?pos
?collocation ?isHead

WHERE {
?collocation a frac:Collocation.
?collocation ?prop ?observable.
FILTER(?prop=rdfs:member ||
regex(str(?prop),".*#_[0-9]+$"))

?entry
(ontolex:sense|ontolex:lexicalForm)?
?observable.

?entry
ontolex:canonicalForm/
ontolex:writtenRep ?form .

OPTIONAL {
?collocation frac:head ?observable.

BIND("true" as ?isHead)
}
OPTIONAL {
?entry lexinfo:partOfSpeech ?pos

}
} ORDER BY ?form ?pos

?collocation ?isHead

7Queries were tested with Apache Jena 4.2.0, using the
arq command line tool. For reasons of brevity, we skip prefix
declarations. The following non-standard prefixes have been
used:
ontolex:
http://www.w3.org/ns/lemon/ontolex#,
skos:
http://www.w3.org/2004/02/skos/core#,
frac:
http://www.w3.org/ns/lemon/frac#, and
lexinfo:
http://www.lexinfo.net/ontology/3.0/
lexinfo#.

https://www.w3.org/TR/r2rml/
https://www.w3.org/TR/grddl/
https://www.w3.org/TR/json-ld/
http://www.w3.org/ns/lemon/ontolex##
http://www.w3.org/2004/02/skos/core##
http://www.w3.org/ns/lemon/frac##
http://www.lexinfo.net/ontology/3.0/lexinfo##
http://www.lexinfo.net/ontology/3.0/lexinfo##
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This query exploits SPARQL property paths to
return collocates of any kind of observables,
so the ?observable could be identical to
(lexical) ?entry (no ontolex:sense or
ontolex:lexicalForm relation; it could be
the ontolex: sense or it could be a ontolex:
lexicalForm. If defined in the data, it re-
turns the frac:head status or the lexinfo:
partOfSpeech:

| form | pos | collocation | isHead |
======================================================
| "have" | lexinfo:verb | <col_have_point> | |
| "point" | lexinfo:noun | <col_have_point> | "true" |
| "point" | lexinfo:noun | <col_see_point> | "true" |
| "point" | lexinfo:noun | <col_take_point> | "true" |
| "see" | lexinfo:verb | <col_see_point> | |
| "take" | lexinfo:verb | <col_take_point> | |

With the third query, we retrieve and aggregate (gener-
ate) string representations for collocations:

SELECT DISTINCT ?collocation ?string
WHERE {

{ SELECT ?collocation
(GROUP_CONCAT(?wrep; separator=" ")
AS ?string)

WHERE {
{ SELECT ?collocation ?member

?wrep ?order
WHERE {
?collocation a frac:Collocation ;

?prop ?member .
FILTER(?prop=rdfs:member ||

regex(str(?prop),".*#_[0-9]+$"))
?member ((ˆontolex:sense)?/

ontolex:canonicalForm)?/
ontolex:writtenRep ?wrep.

OPTIONAL {
?collocation ?nrel ?member .
FILTER(regex(str(?nrel),".*#_[0-9]+$"))
BIND(replace(str(?nrel),".*#_([0-9]+)$",
"$1")

AS ?order)
}

} GROUP BY ?collocation ?member ?wrep ?order
ORDER BY ?collocation ?order ?member

}
} GROUP BY ?collocation

}
}

The challenge in this query is that the ordering infor-
mation retrieved above is to be used in an aggrega-
tion (in the embedded SELECT statement) by means
of GROUP CONCAT:

| collocation | string |
===================================
| <col_have_point> | "have point" |
| <col_take_point> | "take point" |
| <col_see_point> | "see point" |

These surface strings are, indeed, not literally identi-
cal to contextualized versions of the corresponding col-
locations, but they are true to the lexical data in that
they implement the VERB + POINT pattern specified
in the original dictionary.

5.2. Information Integration for Downstream
Applications

Collocations have been used successfully in informa-
tion integration for downstream applications. One ap-
plication of collocation is in creating recommendation
systems.
To enhance the user experience when using e-
commerce platforms, in (Wang and Qiu, 2021) the au-
thors propose a novel fashion collocation recommen-
dation model. The solution uses textual descriptions,
purchase data, and category information of items to
1) build a a knowledge graph for modeling the pur-
chase data and category information of items, 2) create
knowledge embeddings from the graph, and 3) design
a fashion collocation recommendation model that com-
putes the probability of fashion collocation between
items to recommend to users. In (Mao et al., 2018),
an expert system is designed for costume recommen-
dations which provides customers clothing collocation
as recommendations. The system inference engine em-
ploys designed rules and user related facts (i.e., physi-
cal characteristics) to match customers preferences and
generates a clothing recommendation list. @Colloca-
tion are also used in recommending news articles to
users.
In (Kompan and Bieliková, 2011), the authors include
collocations into the preprocessing steps used in text
mining to create a fast news articles recommendation
system. The system relies on collocations extracted
from the articles’ characteristics, e.g., title, content,
topics, etc., to recommend news content to users.
In (Chu and Wang, 2018), the authors build a collo-
cation corpus for academic writing in engineering and
science fields which is used for establishing a sentence-
wide collocation recommendation and error detection
system for academic writing. After extracting the col-
locations from sentences, they are classified to create
the collocation corpus. The corpus is then used to cre-
ate a recommendation system for collocations that is
also able to detect collocation errors at sentence level.

6. Summary and Discussion
With the collocation extensions for OntoLex-FrAC in-
troduced in this paper, we provide an RDF vocabulary
for collocation dictionaries and automated methods of
collocation analysis, established as a consensus over
contributions from five different institutions and nu-
merous data sets, with the goal of eliciting feedback
from reviewers, workshop audience and the scientific
community in preparation of the final consolidation of
the OntoLex-FrAC module, publication of which as a
W3C community report is foreseen for the end of this
year.
The key benefit of modelling lexical resources in On-
toLex is two-fold:

• It allows us to provide data in a form that can be
easily re-used by clients and applications. They
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can be processed by standard RDF tools and
Linguistic Linked Open Data (LLOD) technol-
ogy. This includes the application of SPARQL for
querying distributed lexical data sets.

• It allows to integrate and link such data from dis-
tributed and remote sources on the web. Again,
this functionality is also integrated in SPARQL
(with keywords such as SERVICE, FROM, or
LOAD).

With the collocation vocabulary of OntoLex-FrAC, an
important contribution has been made in that, now,
machine-readable (editions of) traditional collocation
dictionaries and collocation scores (automatically gen-
erated, either on a fly by a web service, or, as illustrated
here, from an existing web portal) can be modelled in
the same vocabulary, and can be seamlessly integrated
with each other. In comparison to the current capabili-
ties of both TEI (addressing the requirements for collo-
cation dictionaries as emerging from traditional lexico-
graphic research) and collocation scores (as generated
by tools like SketchEngine or provided by portals such
as the Leipzig Wortschatz portal), OntoLex-FrAC cov-
ers both the needs of developers and APIs (collocation
scores, lacking in TEI) and the needs of the lexicog-
rapher (modelling dictionaries and their lexicographic
structure by means of OntoLex and OntoLex-Lexicog
– lacking in Wortschatz or SketchEngine).
Although these additions to OntoLex-FrAC appear to
be minimal (one new class for collocations, one new
object property to identify their head, one new datatype
property to represent collocations cores – and its large
and extensible set of subproperties), they have been
shown to be sufficient and to be sufficiently generic to
model both collocation dictionaries and API/colloca-
tion score requirements.
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